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Abstract In this paper a low power and low output ripple regulator is designed with

teaching-learning-based optimization (TLBO) for radio frequency identification applica-

tions. In order to decrease the power consumption the voltage of regulator sub-blocks is

supplied from elementary stages. In the proposed operational amplifier employed to the

regulator, adaptive biasing is used and bandgap reference of the regulator is totally de-

signed by MOSFET. To optimize the proposed regulator after modeling the regulator with

the help of neural network, TLBO algorithm is used. The outputs of TLBO are output

voltage, ripple value and power consumption. By using this algorithm the output voltage is

0.8 V with 2.78 mV ripple and 115lW power consumption. Also the quiescent current of

this design is decreased to 290 nA. The chip area of the layout design in Cadence software

is about 0:00124mm2. The operation frequency of this circuit is 960 MHz and the

simulation is done in 0:18 lm CMOS technology.

Keywords TLBO algorithm � RFID � Regulator � Neural network � Power consumption

1 Introduction

Given the fact that RFID technology has the numerous advantages such as high reading

range, high speed and appropriate operation in various environment conditions, this

technology can be a good replacement of barcode system. In general RFID tag is

categorized into three active, passive and semipassive groups. In passive tag the sent wave

from reader is received with tag antenna and this AC wave can be converted to the DC

voltage by rectifier. Due to this fact that output voltage of rectifier has ripple, the regulator

is applied after rectifier to decrease ripple.
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In [1] for decreasing the output voltage ripple of the rectifier, first large ripple of the

input voltage is attenuated with series diodes, then this voltage is compared with reference

voltage and the output voltage of the regulator is produced. But the disadvantage of this

circuit is the sensitivity of the temperature variations. Reference [2] presents a regulator

with 110 nA quiescent current, but it has excessive output ripple. Reference [3] uses

MOSFET transistors instead of two resistors exist in output voltage sampling circuit in

order to decrease the chip area. In most of the designed voltage reference circuits, one or

some BJT transistors are used for creating a voltage which is insensitive to the temperature

[3–6]. BJT transistors have not only high power dissipation, but also high fabrication cost.

In this paper for decreasing the power dissipation, the regulator sub-blocks are supplied

with elementary stages of the rectifier and the designed sub-blocks are designed based on

this voltage level. In addition the OPA biasing is done by adaptive biasing circuit. Also in

BGR circuit, the total MOSFET structure is used. These two factors decrease the power

dissipation. For providing the most optimized case and having the lowest power con-

sumption and output voltage ripple, the proposed regulator is modeled by neural network

and TLBO algorithm is used.

This paper is categorized as follow: the regulator structure is described in Sect. 2.

Neural network and employed TLBO algorithm are studied in Sect. 3. Finally the

simulation results, comparison and circuit layout are presented in Sect. 4.

2 The Regulator Structure

The block diagram of the regulator structure proposed inRef. [7], which is included threeBGR,

OPA and SVR basic parts, is shown in Fig. 1. In this design in order to decrease the power

consumption, two supply voltages are used that one of them is supplied from elementary stages

ðVin;lowÞ and the other is supplied from the extremity stages of the rectifier ðVin;highÞ. In the

proposed regulator, the sampled output voltage is compared with reference voltage. This

comparison is done by OPA block and controls the pass current of Mp;pass transistor.

If the difference of sampled voltage from R2ðVxÞ is more than Vref , the OPA output is

increased and decreases gate–source voltage Vsg of Mp;pass transistor. Therefore drain

Fig. 1 The general block diagram of the proposed regulator
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current of this transistor employed to the resistors is decreased and attenuates the output

voltage. On the other hand, if Vx is smaller than Vref , then the OPA output voltage is

decreased and consequently Vsg is increased. Thus the drain current of Mp;pass transistor

becomes more and increases the output voltage. Therefore by increasing or decreasing the

supply voltage, this circuit creates the negative feedback loop and produces the almost

fixed voltage.

2.1 The Proposed BGR

The proposed BGR is shown in Fig. 2. This circuit consists of four parts: biasing circuit

insensitive to the voltage variations, Proportional To Absolute Temperature (PTAT)

voltage generator, Complementary To Absolute Temperature (CTAT) voltage generator

and the voltage averaging circuit.

The voltage averaging block combines two PTAT and CTAT voltages which have

proportional and Complementary relationship with temperature, respectively, and creates

independent voltage to the temperature.

2.1.1 The Biasing Circuit

The fixed bias current circuit, which is insensitive to the input voltage variation, is used [8].

In this circuit, three NMOS transistors, Mb5, Mb6 and Mb7, which exist in biasing circuit

structure, works in sub-threshold region and leads to decreasing power dissipation.

2.1.2 PTAT and CTAT Voltage Generator Circuit

PTAT voltage generator consists of two connected M1 and M2, NMOS transistors [9]. Due

to the circuit supply voltage and its design, the transistors work in sub-threshold region.

If W/L of M1 transistor is K ðK[ 1Þ times of the one of M2 transistor and

Vds1;Vds2 [ 4VT , VPTAT is calculated as (1).

Fig. 2 The proposed reference voltage circuit [7]
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VPTAT ¼ Vgs2 � Vgs1 ¼ gVTlnðKÞ ð1Þ

Also with M3 and M4 transistors, CTAT voltage can be produced [10]. In this case if W/L

of M4 transistor is K 0 (K 0 [ 1) times of the one of M3 transistor and Vds3;Vds4 [ 4VT ,

VCTAT can be calculated as Eq. (2).

VCTAT ¼ Vgs4 � Vgs3 ¼ �gVTlnðK 0Þ ð2Þ

2.1.3 The Voltage Averaging Circuit

For combining two PTAT and CTAT voltages, the voltage averaging circuit shown in

Fig. 3 is used. By this simple combination, the average of two VPTAT and VCTAT voltages is

achieved at the output of the circuit [7].

2.2 The Proposed OPA

The complete designed OPA of Ref. [7] is shown in Fig. 4. This circuit includes three

parts: circuit core, two adaptive biasing blocks, PMOS WTA (Winner Take All) and

NMOS WTA, and active load.

2.2.1 OPA Circuit Core

The differential amplifier inputs of the proposed OPA circuit core shown in Fig.4 are as

inverters. By using this topology the high gain can be achieved with the low current dissipation.

Based on Eq. (3) and by considering the sizes of transistors and the value of supply

voltage, the transconductance and the gain are significantly increased [11]. One of the

disadvantages of this circuit is the low bandwidth as low bias current passes through the

inverter amplifier. This problem can be solved with the help of the adaptive biasing blocks.

Gm ¼ Gmn þ Gmp ð3Þ

where Gmn and Gmp is the transconductance of the NMOS and PMOS transistors,

respectively.

2.2.2 The Adaptive Biasing Blocks

The limited biasing currents confine the maximum of output currents and decrease the

gain. On the other hand using high biasing currents increase the power consumption. For

overcoming this difficulty the adaptive biasing blocks are employed to the design for

biasing the amplifier.

Fig. 3 The voltage averaging circuit
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Since high inputs are exerted to the circuit, it increases the bias current automatically.

For adaptive biasing, based on Fig. 4, NMOS WTA and PMOS WTA are used to bias

NMOS and PMOS transistors of inverters, respectively [12, 13].

The output of the PMOS WTA circuit is based on the higher input voltage. If the steady

state is established, then the input voltages are the same and equal to the common mode

voltage ðVref ¼ Vx ¼ VcmÞ and the bias current equals to IB.

If Vref is more than Vx, the gate–source voltage of transistor Mw4 is increased and

consequently the drain voltage is increased and Mw4 transistor enters the triode region.

Also the voltage of N node is equal to the summation of Vref and source–gate voltage of

Mw3 transistor. Under this condition I2 becomes much more than IB and I1 is the same as IB.

on the other hand if Vx is more than Vref , VN is gained from the sum of Vx and source–gate

voltage of Mw4 transistor. In this case I1 is much more than IB and I2 equals to IB.

The output of NMOS WTA is based on the lower input voltage and the analysis similar

to that of PMOS WTA can be done for NMOS transistors bias of inverters. Therefore by

using the adaptive biasing circuits, the passing current of inverter amplifier transistors can

be increased as the high gate–source voltage is created. Consequently the bandwidth and

the amplifier gain are improved.

2.2.3 Active Loads as Inverter at the Output

The active load shown in Fig. 4 includes four inverters [11]. Two outermost inverters

(ML1–ML4), which are connected to each other as a diode, create positive resistor equal to

2=gmo. Two innermost inverters (ML5–ML8) are cross coupled. This configuration creates a

Fig. 4 The complete proposed OPA circuit
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positive feedback and a negative resistor equal to �2=gmi is produced. By the combination

of these two resistors, the natural instability of negative resistor is eliminated. If two

innermost and outermost inverters are compatible with each other, the high output impe-

dance is achieved and causes the increment of amplifier gain.

2.3 The SVR Implementation

Employing common resistors to the regulator structure increases the power dissipation and

chip area. Thus NMOS diode connected transistor is used in the structure of Fig. 1 instead

of R1 resistor. The circuit of Fig. 5 which is the voltage controlled grounded resistor is used

as R2 resistor [14].

3 Neural Network and TLBO Algorithm

To produce a mathematic function from the considered outputs related to the circuit inputs,

neural network is used. In order to optimize the circuit, the trained function from the neural

network is used in TLBO algorithm. For the designed circuit, 16 inputs and 3 outputs are

considered based on Table 1.

The inputs are selected due to their effects on the outputs, such as output voltage ðVoutÞ,
output voltage ripple ðVrippleÞ and power dissipation ðPdissÞ. Given the fact that the sizes of

W and L of the output block transistors ðMR1;MR2 and Mp;pass) effect on the outputs

distinctly, they are separately considered as the circuit inputs. On the other hand, as W/L of

the OPA block load transistors also effect on the outputs, ðW=LÞML1
to ðW=LÞML8

are

considered as the other inputs. For defining the least Vin;low and Vin;high that the circuit has

appropriate operation, Vin;low and Vin;high are considered as the inputs.

Since the aim of the optimization is to reach the minimum of the power consumption

and output voltage ripple from the distinguished output, the output voltage ðVoutÞ, output
voltage ripple ðVrippleÞ and power dissipation ðPdissÞ are chosen as the neural network

outputs.

Fig. 5 The voltage controlled grounded resistor circuit
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3.1 Neural Network

By the variation of the defined inputs during the 140 times simulation of the proposed

regulator, the circuit outputs are measured and the data is used for achieving the desired

function of the neural network. For doing this purpose, three steps of normalization,

training and testing are done. From the 140 simulated data, 110 are used for the training

step and 30 data are kept for testing step.

In the first step, all of the inputs and outputs are normalized in order to put in the range

of [0, 1]. In the next, the nonlinear perceptron neural network with a hidden layer is used.

logsig(x) function is used as Eqs. (4) and (5) for hidden and output layer.

Y ¼ logsigðXuÞ ð4Þ

Z ¼ logsigðYwÞ ð5Þ

where X is the normalized data, Y is the hidden layer output and Z is the last layer output, u

and w are the hidden and output layer coefficients, respectively. Different neural network

layers and the method of using logsig function are shown in Fig. 6. In this figure, S is the

number of inputs, N is the number of hidden layer neuron and H is the number of outputs.

In the design these values are 16, 300 and 3, respectively. Finally, the training function,

which its error is lower than 0.04, is achieved in this step. In the last step for testing the

achieved function, the last 30 data of inputs are employed to the function and the gained

output of this function is unnormalized. These outputs are compared with the basic outputs,

if the average error percent is low, then the training function is appropriate for TLBO

algorithm.

Fig. 6 The method of using logsig function in the hidden and output layer

Table 1 The used inputs and outputs in the neural network and TLBO algorithm

Input

LMp;pass
LMR1

LMR2
WMp;pass

WMR1
WMR2

ðW=LÞML1
ðW=LÞML2

ðW=LÞML3
ðW=LÞML4

ðW=LÞML5
ðW=LÞML6

ðW=LÞML7
ðW=LÞML8

Vin;low Vin;high

Output

Vout Vripple Pdiss
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3.2 TLBO Algorithm

TLBO algorithm is one of the novel optimization techniques that have been presented

based on the teachers influence on his students and the students knowledge. This method

has been first mentioned in Ref. [15]. In this algorithm the students and different lessons

are considered as the population and variable of function or inputs, respectively. The

member which has the best output of the objective function is considered as the teacher.

Since the knowledge of students depends on the teaching quality, students talent and

data transmission between each other, TLBO algorithm is divided into two phases, teacher

and student. After generating the initial population and achieving the output from the

objective function, teacher and student phase are arranged, respectively.

In the teacher phase, the teacher tries to bring students knowledge near to his knowl-

edge. This process repeats based on Eq. (6) randomly for generating a new member.

Xnew;i ¼ Xold;i þ riðXtch;i � TFMiÞ ð6Þ

where i is the number of inputs, Xold;i is the old member of population that should learn

from the teacher to advance his knowledge, ri is a random number in the range of [0, 1] and

Xtch;i is the best member of population which means teacher that tries to bring the average

of class near to his knowledge. TF is the factor of teaching that is experimentally con-

sidered equal to 1 or 2, Mi includes the average of students marks in each lesson, Xnew;i is

acceptable only when it is better than Xold;i.

In the student phase, if a student has the lower knowledge than the other student, he can

improve his knowledge with the help of the other student, this process is done based on the

Eq. (7).

Xnew;i ¼ Xold;i þ riðXj � XkÞ ð7Þ

For the comparison of all the members, i index is utilized, Xold;i is the old member that

doesnt use the interchange of data transmission. ri is a random number in the range of [0, 1]

and Xj and Xk are two students who are selected randomly under the condition of j 6¼ k,

f ðXjÞ[ f ðXkÞ, if the new member of Xnew;j is better than the old member of Xold;i, it is

accepted.

Most of the optimization algorithms require not only the common controlling pa-

rameters such as the number of population and variations, but also the special parameters

which need precise setting. But it takes too long and has high sensitivity. TLBO algorithm

does’nt have these special parameters and in compare with the other algorithms it is the

advantages of TLBO algorithm. Considering the fact that TF and ri have defined values and

are chosen randomly, they are not existed in the parameters algorithm’s parameters. TLBO

algorithm flowchart is shown in Fig. 7.

3.3 The Employed TLBO Algorithm

In this paper for designing the proposed regulator with the optimized power dissipation,

output voltage and output ripple voltage, TLBO algorithm is used. Due to the fact that the

training function achieved from the neural network and presented in Eqs. (4) and (5) have

the normalized inputs and outputs, and consequntly the initial population is selected ran-

domly in the range of [0, 1]. Finally for returning the inputs and outputs from the objective

function, they should be unnormalized. The maximum and minimum values of inputs and

outputs are presented in Table 2.
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The maximum and minimum values of inputs, which are related to the W and L of

transistors, are achieved experimentally, because in this range, the outputs (power, output

ripple and output voltage) are gained properly for regulator. For having low power dis-

sipation, the maximum values of Vin;low and Vin;high inputs are considered same as those of

Ref. [7]. The regulator not only has the lower power consumption, but also has the

appropriate operation even with lower supply voltage. In addition for the best comparison

Fig. 7 The flowchart of the TLBO algorithm
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of the results before and after using TLBO algorithm, Vout is considered same as the one of

Ref. [7].

In the presented algorithm the output is the multi-objective function. On the other hand

the optimization is done based on the minimum output. Thus in order to optimize all three

outputs, the weighted summation like Eq. (8) is used. In this case the output is achieved as

one objective function.

F ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:8

Z1

� �2

þ Z2

0:005

� �2

þ Z3

150

� �2
s

ð8Þ

The achieved results from the neural network and TLBO algorithm and also the com-

parison of the outputs simulations before and after using TLBO algorithm are evaluated in

the following sections.

Table 2 The maximum and minimum defined inputs and outputs in TLBO algorithm

LMp;pass
ðlmÞ LMR1

ðlmÞ LMR2
ðlmÞ WMp;pass

ðlmÞ WMR1
ðlmÞ

Min 0.18 0.18 0.18 3 0.22

Max 1 6 6 8 6

WMR2
ðlmÞ ðW=LÞML1

ðW=LÞML2
ðW=LÞML3

ðW=LÞML4

Min 0.22 1 1 1 1

Max 7 17 17 17 17

ðW=LÞML5
ðW=LÞML6

ðW=LÞML7 ðW=LÞML8 Vin;low ðVÞ

Min 1 1 1 1 0.2

Max 17 17 17 17 0.5

Vin;high ðVÞ Vout ðVÞ Vripple ðVÞ Pdiss ðlWÞ

Min 1.2 0.8 0.002 100

Max 1.5 0.82 0.005 150

Fig. 8 The error curve of the achieved function from neural network based on the iteration
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4 Simulation and Comparison Results

4.1 The Simulation Results of Neural Network

The error curve of the achieved function from the training step, based on the iteration in the

done simulation, is shown in Fig. 8. As it is clear from the figure, generally by increasing

the iteration the error is decreased and the value of error reaches to 0.04 in the 1774th

iteration. Table 3 presents the mean and maximum errors related to the testing step, for the

three considered outputs. The worst error is related to the output voltage ripple that the

mean and maximum of this error are 7.72 and 24.41 %, respectively.

4.2 The Simulation Results of TLBO Algorithm

In Table 4 the results achieved from the TLBO algorithm that is related to the defined

inputs are shown with the used values in the present design and the proposed regulator in

Ref. [7].

By comparing the data related to the TLBO output and the used values in the proposed

design, it is clear that the most used inputs in the proposed design almost similar to the

output of TLBO algorithm just with a minimum error.

Table 4 The achieved results from TLBO algorithm, the used values in the proposed circuit and Ref. [7]

TLBO algorithm
output

Designing value
of this paper

Designing value
without TLBO ([7])

LMp;pass
ðlmÞ 0.99 1.025 0.59

LMR1
ðlmÞ 2.42 2.45 5

LMR2
ðlmÞ 1.37 1.37 0.18

WMp;pass
ðlmÞ 6.85 6 4

WMR1
ðlmÞ 2.32 2.45 5

WMR2
ðlmÞ 6.58 6.57 3.4

ðW=LÞML1
13.86 13.88 11.11

ðW=LÞML2
5 4.16 11.11

ðW=LÞML3
13.26 13.33 11.11

ðW=LÞML4
4.98 5 11.11

ðW=LÞML5
2.64 2.66 11.11

ðW=LÞML6
10.41 10.55 11.11

ðW=LÞML7
15.86 15.83 11.11

ðW=LÞML8
4.13 4.11 11.11

Vin;low ðVÞ 0.28 0.3 0.5

Vin;high ðVÞ 1.37 1.4 1.5

Table 3 The mean and maximum errors related to the testing step for three outputs

Vout Vripple Pdiss

MeanError (%) 2.21 7.72 3.32

MaxError (%) 6.93 24.41 10.73
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4.3 The Simulation Results of the Proposed Regulator

Figure 9 shows the optimized regulator output. The output is about 800 mV and its ripple

is 1.39 mV. Therefore the LIR value of this circuit equals to 6.95(mV/V).

The Monte Carlo simulation of the regulator output is shown in Fig. 10 for process

variations and mismatch, by 500 times run. The average value ðlÞ and standard deviation

Fig. 9 The optimized regulator output voltage

Fig. 10 The regulator output of the Monte Carlo simulation for the process variation and mismatch
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ðrÞ equal to 793.76 and 23.36 mV, respectively. Consequently the variation coefficient

ðr=lÞ is achieved 2.9 %.

Figure 11 shows the layout of the designed voltage regulator. The total area occupied by

this circuit is 31� 40lm2.

Table 5 compares the different parameters of the proposed regulator with that of circuit

of Ref. [7] and the two other voltage regulators. As it is clear the output voltage of the

Fig. 11 The layout of the complete proposed voltage regulator

Table 5 The comparison of different parameters of the proposed regulator with Ref. [7] and two other
voltage regulator

This work [7] [3] [5]

Technology ðlmÞ 0.18 0.18 0.35 0.18

Vin;1 @ DVin;1 (V) 0.3 @ 0.1 0.5 @ 0.1 – –

Vin,2 @ DVin;2 (V) 1.4 @ 0.4 1.5 @ 0.4 2.2 @ – – @ 0.4

Vout (V) 0.8 0.81 1 1.5

DVout (mV) 2.78 3 – 7

Efficiency (%) 57.14 53.33 45.45 –

IL ðlAÞ 0.8 80 500 –

Iquiescent ðlAÞ 0.29 27 35.5 –

Pdiss ðlWÞ 115 147 1200 –

LIR (mV/V) 6.95 7.5 39 12

PSRR (dB) 42.88 42.5 38 35.1

Freq (MHz) 960 960 10 1

Chip area ðmm2Þ 0.00124 0.00125 – –
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designed regulator is similar to the output voltage of the presented regulator in Ref. [7],

while the output ripple of the optimized circuit is decreased. Due to the fixed ripple of the

input voltage, LIR is also decreased. On the other hand the power dissipation and the

steady current are ameliorated in compare with that of circuit of Ref. [7]. In addition the

designed regulator has the more improved power dissipation, voltage efficiency and LIR

than the other regulator ([3] and [5]). The other parameters of the circuit have the ap-

propriate value.

5 Conclusion

In this paper the regulator, which is supplied from the elementary and extremity stages, is

designed and optimized for RFID applications. The optimization is done with TLBO

algorithm. 16 inputs and 3 outputs, Vout, DVout and Pdiss, are used in this algorithm and for

optimizing the multi-objective function, weight summation of three outputs is employed.

Based on the achieved results, by considering the fixed output voltage and load, the power

dissipation is attenuated about 32 lW and reached to 115lW. in addition, the values of

steady current and LIR equal to 290 nA and 6.95 mV/V, respectively. The chip area of the

design is 0.00124 mm2 in 0.18 lm CMOS.
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